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Abstract. As social robots increase in capabilities and become ubiquitous parts of the 
environment, there will be more conflicts between humans and technological agents. 
Conflict is not necessarily bad: it can provide opportunities for sharing information, 
calibrating trust, and establishing common situation awareness—provided the conflict 
plays out in a reasonable manner. Social robots should be designed to act in conflict with 
humans gracefully and artfully, in order to use conflict as a mode of communication, 
limiting the adverse effects of confusion, frustration, and deadlock. 

Keywords. Human-robot conflict, human-technology conflict, human-computer conflict, 
HRI, HCI 

1. Introduction 

Conflict isn’t necessarily a bad thing—it can be an avenue for learning about others, 
calibrating trust [1–3], and developing an ongoing relationship. Social robots are 
nonconsciously treated as humanlike entities [4–6], and with technological agents becoming 
ubiquitous parts of the everyday environment as robots, autonomous, automated, and 
artificially intelligent (A3) systems [7] proliferate, opportunities for conflict will only 
increase. Some of these conflicts will result from the “growing pains” as humans (and robots) 
become accustomed to a landscape that includes artificial agents. Yet other conflicts will be 
both ongoing and inevitable: anytime you have two things (be they people, machines, systems, 
etc.) in an interaction, conflicts will arise, but conflicts are not by definition adverse events. 

The Merriam-Webster dictionary defines conflict as “struggle resulting from 
incompatible or opposing needs, drives, wishes, or external or internal demands.” Other 
works on conflict and conflict resolution [8,9] add additional antecedents to this list, such as: 
disagreement over facts, goals, means employed, and aspects of the relationship between the 
interactants. Furthermore, conflict is often part of a dynamic relationship [10] that requires 
continuous construction, maintenance, and repair. 

Any relationship that persists over time inevitably involves conflict, and this can be a 
good thing [11]. Conflict can help a relationship evolve: to stretch, grow, and deepen. In 
addition, conflict impacts those involved: the interactants may learn about how the other actor 
reacts, thinks about, and wrestles with the conflict. Both the relationship-impact and the 
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individual-impact can be motivators towards subsequent interactions, for example, “Why do 
you want to take the scenic route?” Or “Why must we take the efficient route?” [12]. 

Human-robot conflict, just like human-human conflict, is an inevitable and essential part 
of a relationship between a person and a machine, and therefore should be treated as 
something to be designed for. By reducing the adverse consequences that can result from 
conflicts, these situations can be used as teaching opportunities where humans can learn the 
limits of the robot’s capabilities, and potentially adapt to the robot’s behavior—or a human 
interactant can take actions to adapt the robot to the needs of the situation. If all agents or 
parties in the conflict adapt, as often occurs in human-human conflicts, the conflict can be 
managed, transformed, or resolved [13]. 

The challenge is to design robots capable of navigating conflicts such that the conflicts 
help humans to calibrate their trust and reliance [1] and build accurate mental models [14,15] 
of its capabilities and limits. This can be achieved through design by engineering the system 
to limit the negative consequences of conflicts, and through the more complex challenge of 
building robots that can engage in dialogue or adaptation. These systems should not operate 
in such fixed ways that would make for an intractable conflict where a human must take or 
leave what the robot offers. 

1.1. Conflict Management, Conflict Resolution, and Conflict Transformation 

Conflict management aims to prevent adverse outcomes, and this should probably be the goal 
under time pressure, in situations with high uncertainty, or where the multiple agents’ aims 
are unable to be reconciled. Many human-robot conflicts are likely to fall into this regime, 
due to the inability of robots (at this time) to engage in dialogue. Even robots designed for 
social interaction or home use are still limited in their negotiating capacities [16,17], 
understanding natural language, and processing emotional cues. 

In conflict resolution, the goal is for the parties to achieve constructive solution which 
places them in a better position than they could realize alone. Negotiation needs to lead to a 
solution at least acceptable to all parties, and which is preferable to continued conflict. How 
is an algorithm to determine what is an acceptable outcome, for itself (or the interests it 
represents) or for the humans on the other side? This may be an engineering problem of 
building mechanisms for engaging in different calculations than one-sided optimization, 
modeling human desires, creating a dialogue or negotiation engine [16], or perhaps ‘solving’ 
for the needs of multiple agents, but this is far from a solved engineering problem. 

Conflicts can also be transformed: rather than leading to an impasse or a zero-sum game 
where one agent wins at the expense of the other, there is often the possibility of reframing 
the situation so to realize a gain for all parties, or at least a minimization of the losses that 
may be incurred. Again, this can be determined through discussion in human-human or 
intergroup conflict, but in the case of human-robot conflict, the technologies needed are still 
immature. 

Without technological developments enhancing the capabilities of social robots, there 
are still some avenues open. One option is for humans to learn to deal with the limits of the 
robotic system, but this offers little but cold comfort if the conflict is more than just an 



annoyance. The other option is for the robot to adapt its behavior—this of course requires an 
adaptive [18,19] or adaptable system capable of self-reconfiguration. 

1.2. Conflict With vs. Conflict Through 

With a true agent, you can have a direct conflict with the other interaction partner: I can 
criticize the barista for how they made my coffee, and they can respond. The barista can also 
mediate my conflict with others—they stand between me and the grower, the roaster, the 
engineers of the espresso machine, the maker of the grinder … A conflict with a robot does 
not completely differ with this type of human-human conflict. If the robot has significant 
agency, one could have a conflict directly with it. Certainly, the fictional Commander Data 
from Star Trek the Next Generation is fallible in his decisions, is fully responsible for them, 
and can argue with other members of the crew—and they can argue with him. A humble 
toaster has much more limited agency, and therefore a conflict between a hungry and 
impatient person and the rather simple robot that toasts the bread can be better characterized 
as a conflict mediated by the robot. The conflict in this case is partly with oneself, who set 
the darkness; the designer of the controls; the engineers who specified the heating element 
and controller; and perhaps even the baker of the bread. If the toaster could talk back, it might 
say “hey, you set the knob too dark, I just heated up and stayed on for as long as specified!” 

This paradigm of technology as conflict mediator is the dominant mode at this time, and 
of course needs to be considered in design. Many of the conflicts mediated by a robot result 
from poor usability or poor design, and thus resolution, transformation, or management can 
be achieved through improving the design and engineering of the robotic agent. Nonetheless, 
we curse the toaster, exemplifying the social perception that the conflict is with the robot 
itself, and demonstrating that the needed solution is in part one of social design.  

2. Humans and Robots in Conflict Situations 

Human-human conflict often results from multiple agents pursuing different goals or 
employing different means. In the film 2001: A Space Odyssey, HAL 9000 states “I have the 
greatest enthusiasm for the mission”—which the crew likely shares … But in the pursuit of 
mission success and maintaining congruence with inbuilt directives, HAL determines the 
best course of action is to kill the crew. That is certainly not what anyone wants to have 
happen, even if it does resolve the conflict in terms of eliminating it. This situation involves 
both a conflict over ends and means, and in this case, HAL takes actions that while purely 
logical, are inhuman and immoral. HAL’s intended aim of eliminating the conflict rather than 
transforming it resolving it in some other way leads to the means violation of killing the crew, 
rather than an alternative such as negotiating with those who created the conflict through 
incompatible directives. 

While robots are swiftly moving into roles beyond the “dirty, dangerous, and dull” 
described by Takayama et al. [20], they are still needed in these roles, as they are both 
expendable compared to humans (at this time, as they are not yet true moral patients), and 
can have superhuman abilities in terms of specialization. Bomb disposal robots, which are 



far from anthropomorphic and are intended to do the dangerous work of defusing or 
destroying explosive devices, potentially sacrificing themselves to protect human operators, 
have been granted medals of honor for their “sacrifice” and have been described by their 
human comrades as having developed personalities [21, see also 22]. Even though humans 
may nonconsciously treat robots as social agents with perceived capacities beyond their 
actual capacities [4–6], technical advances will make it possible for robots to achieve a 
greater degree of agency [23,24]. Even if the strength of this effect has perhaps declined [6] 
due to increased contact with robotic and agentic technologies, or if norms in human-human 
behavior are less strongly followed in human-robot interaction [25,26], we still should 
consider the similarities between human-human and human-robot interaction, and design 
accordingly. Encouraging people to espouse different norms when interacting with robots, 
especially as robots increase in patiency and agency [27], could be disastrous for interactional 
success, and could train humans to act badly in both human-human and human-robot contexts. 

3. Design Guidelines for Conflict Resolution, Transformation, and Management 

Education and training can be valuable mechanisms to help humans to understand what 
robots will do in conflict situations [28], but that will not be sufficient: robots will need to be 
designed with conflict resolution in mind. Some of the approaches useful for human-human 
conflict resolution are useful for resolving human-robot conflicts, some must be adapted to 
the differences between humans and robots, and some of the approaches may not be at all 
appropriate. Considering both the features of the agents and the particulars of the conflict are 
necessary to cope with these factors, not that that will be easy. 

From an applied perspective, how should we conceptualize and incorporate conflict into 
design processes? The initial response may be along the lines of we should design systems to 
avoid conflicts. We contend that the answer is definitely not to avoid or minimize conflicts. 
Instead, conflict should be seen as a frequent (and often even desirable) byproduct of good 
design that aims to optimize overall system performance while leveraging the unique 
capabilities of the parties involved [29]. Of course, conflict that leads to a roadblock, standoff, 
inordinate delay, or sub-optimal performance is a bad thing. The key is to develop conflict 
resolution behaviors that can move towards overall beneficial actions, behaviors, and 
decisions. Robots have been employed in mitigating and coping with human-human conflict 
[30,31], and work has been done studying human-robot teaming [32–34], but further work 
needs to be done exploring how robots can deal with direct human-robot conflicts, including 
human failures and robot malfunctions [35], extending current work [36–40]. 

When a conflict does occur, sometimes the resolution might be “the thing was right” and 
sometimes the optimal resolution is to let the human “win”. In other situations, a compromise 
might be discovered. The point being that it is not necessarily about resolving the conflict, 
instead it is about advancing towards desirable or at least acceptable final outcomes. The 
social role of a robot should not be to be a “silicon sycophant” [32]: in some circumstances, 
a robot must advise and inform a human [41,42], convince them [43,44], negotiate with them 
[24], or even act against human desires [36,40,45]. For these to be feasible actions, robots 
need to be designed with such capacities, and they require the communication abilities with 



which to properly interact with and understand humans. To quote Nyman [46], “we need to 
teach AI manners,” and AI needs to teach us some as well [47]. 

Conflicts need not be purely adversarial. The question of how designing robots to engage 
in constructive conflict behavior will be one of the next great challenges for social robotics, 
and this will consume the energies of practitioners in many fields. Valuing inputs from the 
social science and humanities, as well as from engineering and mathematics will be critical 
for the success of robots and agents in social environments, as they will co-construct the 
reality of the human future. To this end, our key recommendation is design robots with 
conflict in mind: conflict is inevitable, if the robots are designed appropriately, 
communication channels are available, and humans are educated to expect robots to exert 
independent agency and thus interact appropriately, we can harness the combined abilities of 
humans and robots. Drawing from traditions such as value sensitive design [48,49] and robot 
ethics [50,51] will aid in creating robotic systems that help us pursue positive goals. While 
of course values shift and advance over time, keeping ethical principles at the top of mind 
will help in ensuring that the future where robots are even more deeply enmeshed in human 
society and our environment are doing so in ways that are socially beneficial, even when they 
are in conflict with us. 
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